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ABSTRACT: Excitonic interactions often significantly affect the optoelectronic properties of
molecular materials. However, their role in determining the nonlinear optical response of
organic electro-optic materials remains poorly understood. In this paper, we explore the
effects of excitonic interactions on the first hyperpolarizability for aggregates of donor−
acceptor chromophores. We show that calculations of the first hyperpolarizabilty of
chromophore aggregates based on a two-state model agree well with the more rigorous
coupled perturbed Hartree−Fock method. We then use both time-dependent density
functional theory calculations and the molecular exciton approximation to parametrize the
two-state model. Use of the molecular exciton approximation to the two-state model (i) is
appropriate for disordered aggregates (unlike band theory), (ii) is computationally efficient
enough for calculating the first hyperpolarizability of materials that consist of thousands of
interacting chromophores, and (iii) allows the unraveling of the effects of both excitonic
interactions and electrostatic polarization of the chromophore electron density by its environment on the first
hyperpolarizability of molecular materials. We find that use of the molecular exciton approximation to the two-state model
does not introduce significant additional errors compared to those introduced by applying the two-state model alone. We
determine that the absolute change to the first hyperpolarizability of chromophore aggregates due to excitonic interactions
increases with the size of the aggregate. For all sizes of disordered aggregates of chromophores considered in this paper, the
inclusion of excitonic interactions on average decreases the magnitude of the first hyperpolarizability by 12−14% compared to
the case of non-interacting chromophores. Finally, we present a method for analytically calculating the first hyperpolarizability
of a one-dimensional periodic array of chromophores within the molecular exciton approximation to the two-state model. This
technique can be used to include an approximate correction for excitonic effects when simulating the electro-optic response of
disordered and ordered organic materials.

1. INTRODUCTION

Organic electro-optic (OEO) materials have the potential for
higher operating frequencies and bandwidths, smaller foot-
prints, lower drive voltages, and improved energy efficiency
compared with the crystalline inorganic materials currently
used for detection and modulation in many optical tele-
communications, computing, and sensor technologies.1−11

OEO materials typically consist of highly dipolar push−pull
(donor−acceptor) chromophores that can easily redistribute
electron density upon application of an electric field, leading to
large molecular first hyperpolarizabilities. Depending on the
material, the chromophores may form amorphous aggregates,
whether neat or combined with a polymer, or, less frequently,
may form ordered crystals12,13 (such as 4-N,N-dimethylamino-
4′-N′-methyl-stilbazolium tosylate14,15). Interchromophore
interactions, such as polarization and excitonic effects, could
substantially affect the electronic response of the OEO
material, as has been shown for organic photovoltaic

materials.16−23 A number of studies have demonstrated that
the electro-optic response of chromophores is nonaddi-
tive.24−27 This finding suggests that theoretical models for
the hyperpolarizability of chromophore aggregates, films, and
solids must account for interchromophore interactions.
Computational characterization of the electro-optic response
based on such models can provide insights for designing new
electro-optic chromophores and optimizing chromophore
alignment.28,29 Ideally, computational techniques should
accurately model the hyperpolarizability of single chromo-
phores, as well as capture interchromophore interactions.
Various electronic structure methods have been used to

compute the molecular hyperpolarizability of typical push−pull
chromophores.30−34 Benchmark studies for hyperpolarizability
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have shown that density functional theory (DFT) methods
with large percentages of asymptotic exact exchange provide
accurate trends,35−37 although the incorrect pole structure in
time-dependent DFT (TDDFT) may cause overly resonant
hyperpolarizabilities at certain frequencies.38 Good accuracy at
a reasonable computational cost makes DFT methods
attractive for studying large push−pull chromophores with
strong electro-optic response, such as YLD124 (shown in
Figure 1), a higher-performance derivative of the prototypical

CLD chromophore39 that forms the basis of most modern
OEO chromophores.40 However, the cubic scaling of hybrid
DFT methods typically restricts their applicability to small
chromophore aggregates (∼104 basis functions).
Polarizabilities of periodic systems can be calculated using

plane-wave or localized basis codes, such as CRYSTAL.41−45

However, periodic DFT codes are generally restricted to the
use of nonhybrid (e.g., Perdew−Burke−Ernzerhof)46 or
screened (e.g., Heyd−Scuseria−Ernzerhof)47 density func-
tionals and therefore do not accurately describe charge-transfer
excitations or excitonic interactions. Bethe−Salpeter calcu-
lations48 account for the Coulombic screening of the electron
and hole and can improve accuracy, but these calculations are
computationally expensive and are generally not feasible for
systems where the unit cell contains more than a single
chromophore with high hyperpolarizability. The frequency
dependence of the nonlinear susceptibility in molecular crystals
has been investigated by Munn through the dielectric theory of
excitons.49 The effects of intermolecular interactions on the
electro-optic response of crystalline materials have also been
studied using a subsystem approach, where the response is
computed for ordered aggregates of increasing size.50,51 A
charge embedding approach to account for the crystal field
effects on the molecular (hyper)polarizabilities has also been
developed for periodic systems.52−54

Neither DFT calculations for small chromophore aggregates
nor calculations for periodic systems are suitable for analyzing
disordered or semiordered chromophore aggregates, as well as
significantly disordered molecular films and solids. The electro-
optic response of such systems is often represented using a
sum of molecular hyperpolarizabilities12,55 or a product of the
single-molecule hyperpolarizability and an average order
parameter.56 However, these additive approaches neglect the
effects of interchromophore interactions, including exciton

delocalization over multiple chromophores and polarization of
the electron density by surrounding chromophores, on the
electro-optic response. Developing a method for modeling the
hyperpolarizability and electro-optic response of bulk molec-
ular systems is key for theory-assisted rational design of next-
generation OEO materials.
The polarizabilities of a single molecule or a very small

molecular aggregate can be computed by taking the analytical
derivatives of the total molecular energy with respect to the
applied electric field within the coupled-perturbed Hartree−
Fock (CPHF) formalism.57−61 Within DFT, this approach is
also referred to as coupled-perturbed Kohn−Sham but we will
use the term CPHF throughout this paper. Formally equivalent
values of the molecular polarizabilities can be computed using
“sum-over-states” expressions that are derived from a
perturbation theory treatment of electric fields that interact
with the molecule.62 In this approach, the polarizabilities are
expressed in terms of excitation energies and dipole moment
matrix elements for all combinations of excited states. The first
molecular hyperpolarizability, usually denoted as β, is unique
in that the sum-over-states expression for it can be
approximated within a two-state model (TSM) for organic
push−pull molecules.63,64 The TSM neglects the effects of all
excited states beyond the lowest-energy bright state, making
the assumption that the first hyperpolarizability, β, is largely
determined by the ground- and lowest excited-state properties.
Over the past three decades, the TSM has been used

extensively for calculations of the static and dynamic first
hyperpolarizabilities of numerous organic molecules.65−72 The
reliability of the TSM for single molecules has been assessed by
comparison to sum-over-states calculations of the first
hyperpolarizability, β, using a semiempirical Hamiltonian.72−74

It has been found that the TSM reliably reproduces the
magnitude of β calculated using sum-over-states expressions
with ≃80% accuracy. Johnson et al.36 and Muhammad et al.75

compared the values of β calculated using various ab initio
methods to experimental results extrapolated to the static limit
using a TSM. Several studies have also compared the TSM
with CPHF.67,76,77 Qualitatively, the TSM showed good
agreement with CPHF calculations for charge-transfer
molecules.78,79 Silva et al.77 reported that the TSM could
reproduce static first hyperpolarizability values calculated using
CPHF with variations of only 5% between the two methods.
Paschoal et al.80 also reported good agreement between static
and dynamic β values calculated using CPHF and the TSM for
a set of organic push−pull molecules. Moreover, their analysis
confirms that charge transfer between the ground and lowest
bright excited state could be responsible for more than 99% of
the second-order response.
In contrast, other studies have reported failure of the TSM

to quantitatively predict the first hyperpolarizability.81−83 Vivas
et al.84 observed poor agreement between the β values
calculated using CPHF and the TSM for molecules with
octupolar character. The TSM does not adequately capture the
nonlinear response of such molecules, so the use of a three-
level model is essential. Benassi et al.67 found large
discrepancies between CPHF and the TSM for cationic
molecules, possibly due to solvent effects. Silva et al.77

observed variations of 20−27% between the dynamic first
hyperpolarizability values calculated using CPHF and the TSM
that are a consequence of CPHF poorly describing β
enhancement near the electronic resonances. Using damped

Figure 1. Chemical structure of the YLD124 chromophore. The
electron-donating group is diethyl amine with tert-butyldimethylsilyl
protecting groups (highlighted in blue), and the electron accepting
group is 2-(3-cyano-4,5,5-trimethyl-5H-furan-2-ylidene)-malononi-
trile (highlighted in red).
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dispersion within the TSM led to significant improvement in
the calculated dynamic first hyperpolarizability.
Despite being widely used to study the first hyper-

polarizabilties of individual chromophores, to the best of our
knowledge, the TSM has not been previously applied to
disordered chromophore aggregates or bulk molecular solids.
In itself, the TSM does not provide a computational advantage
over the CPHF method. However, the computational cost of
first hyperpolarizability calculations based on the TSM can be
greatly reduced by employing the molecular exciton approx-
imation (MEA). A Hamiltonian constructed within this
approximation allows modeling the excitonic interactions in
chromophore aggregates, whether disordered or crystal-
line.85,86 The excitonic Hamiltonian can be parametrized on
the basis of excitation energies and transition densities
computed using TDDFT for single chromophores: an
embarrasingly parallelizable task. Performing these calculations
in the presence of partial atomic charges that represent the
electrostatic environment of the chromophores accounts for
interchromophore polarization.87 Because the excitonic Ham-
iltonian uses only one or a small number of basis states per
chromophore, it becomes possible to perform calculations on
disordered molecular systems with up to ∼104 chromophores
(rather than atomic basis functions).
The molecular exciton approximation is commonly invoked

to explain the optical properties of chromophore aggre-
gates.88,89 For instance, we have recently shown that linear
absorption spectra of OEO chromophore aggregates computed
within this approximation compare well with spectra computed
with all-electron methods such as TDDFT.87 The method is
convenient for modeling exciton-transfer dynamics between
chromophores.90 The molecular exciton approximation was
also used by Suponitsky and Masunov to qualitatively explain
trends observed for the first hyperpolarizability of chromo-
phore pairs.50 However, to the best of our knowledge, the
molecular exciton approximation has never been used for
calculating the first hyperpolarizability of multichromophore
systems.
In this paper, we compare the values of the first

hyperpolarizability calculated using CPHF and the TSM for
individual YLD124 chromophores. We then demonstrate how
the derivation of the TSM expression for the static first
hyperpolarizability can be extended to multichromophore
aggregates. We further show that the molecular exciton
approximation to the TSM makes it possible to compute
first hyperpolarizabilities of large chromophore aggregates
while accounting for excitonic interactions between chromo-
phores. We use the CPHF method, the TSM, and various
approximate methods that are based on them to calculate the
first hyperpolarizability of disordered chromophore aggregates
selected from a snapshot in a coarse-grained Monte Carlo
simulation.91 (Two representative 4-chromophore aggregates
of YLD124 are shown in Figure 2). We explore the accuracy of
the approximations made in each of the methods considered
and describe the effects of interchromophore excitonic
interactions and mutual electrostatic polarization on the first
hyperpolarizability of chromophore aggregates. We also
analyze the effects of relative orientation in pairs of identical
YLD124 chromophores on the total first hyperpolarizability of
the pair. Finally, we use the molecular exciton approximation
to analytically calculate the first hyperpolarizability of a one-
dimensional periodic array of chromophores and predict the

orientations of chromophores that enhance and decrease bulk
electro-optic response.

2. METHODS
2.1. Definition of the First Hyperpolarizability.

Integrating the first-order energy correction within perturba-
tion theory, the electronic energy of a molecular system in a
static uniform electric field F⃗ can be expressed within the
dipole approximation as

Figure 2. Structures of two 4-chromophore aggregates (tetramers) of
YLD124 studied in this paper. Carbon atoms are cyan, oxygen atoms
are red, nitrogen atoms are blue, silicon atoms are yellow, and fluorine
atoms are pink. The dipole moments of the individual chromophores
are represented by arrows. The first hyperpolarizability tensor surface
computed using CPHF is overlaid on the aggregate, aligned with the
direction of the dipole moment vector. The structure of the aggregate
with the smallest computed first hyperpolarizability consists of
chromophores with dipole moments predominantly antialigned (A),
whereas the structure for the aggregate with the largest computed first
hyperpolarizability consists of chromophores with dipole moments
predominantly aligned (B).
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∑ μ⃗ = − ⃗
η

η ηE F E F F( ) (0) ( )
(1)

where μ⃗ is the dipole moment of the system, η ∈ {x, y, z}, and
the summation is over all possible values. This expression
describes the contribution of the dipole term in the multipole
expansion of the molecular system’s electron density to the
total energy of the system in an external electric field F⃗ and
neglects all higher-order terms. The minus sign indicates that
application of an electric field lowers the energy. The
components of the field-dependent dipole moment can be
expanded into a Taylor series with respect to the electric field
components

∑ ∑ ∑μ μ α β⃗ = + + +η η
σ

ησ σ
σ τ

ηστ σ τF F F F F( ) (0)
1
2

( )3

(2)

where μ⃗ (0) is the permanent dipole moment, α
→→

is the linear

polarizability, β
→→→

is the first hyperpolarizability, η, σ, τ ∈ {x,
y, z}, and F( )3 represents higher-order terms with respect to
the electric field, F⃗, starting with the term that contains the
molecular second hyperpolarizability, γ. Introducing eq 2 into
eq 1 and neglecting higher-order terms, we obtain

∑ ∑ ∑

∑ ∑ ∑

μ α

β

= − −

−

η
η η

η σ
ησ η σ

η σ τ
ηστ η σ τ

E F E F F F

F F F

( ) (0) (0)

1
2 (3)

Taking the first derivative of the electronic energy given by eq
3 with respect to Fκ at F⃗ = 0, we obtain the following
expression for the components of the permanent ground-state
dipole moment

∑ ∑μ μ δ μ∂
∂

= −
∂
∂

= − = −
κ η

η
η

κ η
η κη κ

⃗=

E
F

F

F
(0) (0) (0)

F 0
(4)

where we have used the independence of the electric field

components δ= κη
∂
∂

η

κ

F

F
and δκη is the Kronecker delta. Similarly,

taking the second derivative of eq 3 with respect to Fκ and Fλ at
F⃗ = 0 gives the components of the polarizability

α α∂
∂ ∂

= − +
κ λ

λκ κλ
⃗=

E
F F

( )
F

2

0 (5)

and taking the third derivative of eq 3 with respect to Fκ, Fλ,
and Fν at F⃗ = 0 gives the components of the first
hyperpolarizability

β β β β β β∂
∂ ∂ ∂

= − + + + + +
κ λ ν

νλκ νκλ λνκ κνλ λκν κλν
⃗=

E
F F F

1
2

( )
F

3

0

(6)

For the static first hyperpolarizability, the order of differ-
entiation with respect to the electric field components is
irrelevant. Therefore, the summands in parentheses in eqs 5
and 6 should all be equal. We then obtain the following
expression for the components of the first hyperpolarizability
tensor

β = − ∂
∂ ∂ ∂κλν

κ λ ν ⃗=

E
F F F

1
3

F

3

0 (7)

The expression for the first hyperpolarizability given by eq 7
can be evaluated using the CPHF method.57−61

The first hyperpolarizability of molecular systems can be
approximated using a TSM. Oudar and Chemla originally
derived both the static and frequency-dependent TSM for
single donor−acceptor chromophores,63,64 but in the Support-
ing Information we show that the TSM derivation of the static
first hyperpolarizability can be extended to more complex
systems, such as chromophore aggregates, by using an
alternative basis (see Figure S1). For the components of the
static first hyperpolarizability tensor, the two-state model
expression is

β
μ μ μ μ

=
−

−κλν
κ λ ν λ
|Ψ ⟩ →|Ψ ⟩ |Ψ ⟩ →|Ψ ⟩ |Ψ ⟩ |Ψ ⟩

+ −

− + − + + −

E E

2 ( )

( )2
(8)

where μ|Ψ−⟩ →|Ψ+⟩ is the transition dipole moment between the
ground state |Ψ−⟩ and an excited state |Ψ+⟩ of the aggregate,
μ|Ψ+⟩ and μ|Ψ−⟩ are the excited- and ground-state dipole
moments of the aggregate, respectively, and (E+ − E−) is the
ground-to-excited-state excitation energy.
Equation 8 expresses the static first hyperpolarizability of a

two-level system. In this paper, we use it to calculate
contributions to the first hyperpolarizability due to the
interaction between the ground state of a chromophore
aggregate and an individual excited state. The total first
hyperpolarizability of the aggregate is assumed to be the sum
of these contributions over all excited states. We neglect any
interactions between excited states of the aggregate, either
directly or via the ground state. This approximation is
reasonable in the limit of weak couplings between
chromophores in the aggregate.

2.2. Molecular Exciton Approximation to the Two-
State Model. We have previously evaluated the performance
of the molecular exciton approximation for calculations of the
linear absorption spectra of chromophore aggregates.87 The
same approximation can readily be applied to calculations of
the parameters that enter the two-state model expression for
the first hyperpolarizability.
The tight-binding molecular exciton Hamiltonian for the

single-excitation manifold of an aggregate that consists of N
chromophores is of the form85,86

∑ ∑ ∑ω̂ = ̂ ̂ + ̂ ̂ + ̂ ̂
=

†

= =

−
† †H a a J a a a a( )

i

N

i i i
i

N

j

i

ij i j i j
1 1 1

1

(9)

where ωi is the excitation energy of the ith chromophore, Jij is
the excitonic coupling between the ith and the jth
chromophores, and aî

† and aî are the creation and annihilation
operators, respectively, for an excitation on the ith
chromophore: aî

† |0⟩i = |1⟩i, aî
† |1⟩i = 0 and aî |1⟩i = |0⟩i, aî |

0⟩i = 0, where |0⟩i and |1⟩i are the ground and excited states of
the ith chromophore. The Hamiltonian given by eq 9 can be
parametrized using ab initio calculations on single chromo-
phores, as discussed in ref 87.
In the limit of weak interchromophore interactions in the

ground state, the ground state of an aggregate that consists of
N chromophores can be approximated by

|⌀⟩ = ⊗ | ⟩ ≡ | ⟩ ⊗ ⊗ | ⟩= 0 0 ... 0i
N

i N1 1 (10)
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Assuming that there is only one excited state |1⟩i that is
localized on the ith chromophore, that chromophores in the
excited state interact weakly with chromophores in the ground
state, and that the spatial density of excitations in the material
is low, the excited states of the aggregate can be expressed as

∑|Ψ⟩ = |Φ⟩
=

ck
j

N

j
k

j
1 (11)

with generally complex coefficients cj
k in the Frenkel exciton

basis92

δ|Φ⟩ = ⊗ | ⟩ == j N, 1, ...,j i
N

ij i1 (12)

where δij is the Kronecker delta. Thus, in the state |Φj⟩, the jth
chromophore is in its excited state |1⟩j and all other
chromophores are in their ground states |0⟩i ≠j.
The components of the first hyperpolarizability tensor

predicted by the two-state model are given by eq 8. Within
the molecular exciton model, the lowest excitation energy is
simply the lowest eigenvalue of the Hamiltonian, given by eq 9.
The ground state μ⃗|Ψ−⟩ = μ⃗|⌀⟩, the excited state μ⃗|Ψ+⟩ = μ⃗|Ψk⟩,
and the ground-to-excited-state transition μ⃗|Ψ−⟩ →|Ψ+⟩ =
μ⃗|⌀⟩ → |Ψk⟩ dipole moments for a chromophore aggregate can
be expressed in terms of the ground state μ⃗i

g, excited state μ⃗i
e,

and ground-to-excited-state transition μ⃗i
ge dipole moments of

individual chromophores, i = 1,..., N. The calculations are
performed for all |Ψk⟩, k = 1,..., N.
Equation 10 represents the ground state of N noninteracting

chromophores in their ground states. Therefore, the ground-
state dipole moment for this system is simply a vector sum of
the ground-state dipole moments of individual chromophores

∑μ μ⃗ = ⃗|⌀⟩

=i

N

i
1

g

(13)

Similarly, the permanent dipole moments of the Frenckel
exciton basis states |Φj⟩, given by eq 12, are

∑μ μ μ⃗ = ⃗ + ⃗|Φ⟩

≠
j

i j
i

e gj

(14)

where j = 1,..., N. For an arbitrary state |Ψk⟩ in the single-
excitation manifold of the chromophore aggregate, the
permanent dipole moment is the sum of dipole moments of
the Frenckel exciton basis states |Φj⟩ given by eq 14, weighted
by the contributions of these basis states to state |Ψk⟩, i.e., by
the squares of the absolute values of expansion coefficients cj

k

in eq 11

∑μ μ⃗ = | | ⃗|Ψ⟩

=

|Φ⟩c
j

N

j
k

1

2k j

(15)

To obtain the transition dipole moment of a chromophore
aggregate, one must evaluate the matrix element

μ μ⃗ = ⟨Ψ | ̂ |⌀⟩|⌀⟩ →|Ψ⟩ ⎯→⎯
k

ge
k (16)

with the transition dipole operator

∑μ μ̂ = ⃗ ̂ + ̂
⎯→⎯

=

†a a( )
i

N

i i i

ge

1

ge

(17)

If multiple excitations are not allowed within a chromophore
aggregate, then introducing eqs 17 and 11 into eq 16 yields

∑ ∑

∑ ∑ ∑ ∑ ∑

μ μ μ μ

μ μ δ μ

⃗ = ⟨Ψ | ̂ |⌀⟩ = ⟨Ψ| ̂ + ̂ |⌀⟩ = ⟨Ψ|Φ⟩

= *⟨Φ|Φ⟩ = * = *

|⌀⟩→|Ψ ⟩ ⎯→⎯⎯

=

⎯→⎯⎯ †

=

⎯→⎯⎯

=

⎯→⎯⎯

= =

⎯→⎯⎯

= =

⎯→⎯⎯

a a

c c c

( )

( ) ( ) ( )

k
i

N

i k i i
i

N

i k i

i

N

i
j

N

j
k

j i
i

N

i
j

N

j
k

ij
i

N

i
k

i

ge

1

ge

1

ge

1

ge

1 1

ge

1 1

ge

k

(18)

The lowest eigenvalue of the Hamiltonian given by eq 9 that
can be obtained by diagonalizing the Hamiltonian, as well as
the ground state, excited state, and transition dipole moments
calculated using eqs 13−15 and 18 are all of the parameters
required to calculate the first hyperpolarizability according to
eq 8.

2.3. Computational Details. The Gaussian 09 quantum
chemistry package93 was used for all ab initio calculations.
Calculations were performed both on the optimized geometry
of a single YLD124 chromophore and on disordered
chromophores obtained from the same snapshot in a course-
grained Monte Carlo simulation91 that was used in ref 87.
Geometry optimization of YLD124 was performed in vacuum
using the B3LYP density functional and the 6-31G* basis
set.94,95 All electronic structure calculations of the energies,
dipole moments (ground state, excited state, and transition),
and first hyperpolarizabilities used the ωB97X long-range
corrected density functional96 and the 6-31G* basis set. This
basis set is not large enough to predict properties converged
with respect to the size of the basis set. However, we herein
provide a comparison of theoretical methods and the all-
electron CPHF calculations would not be feasible for the larger
aggregates using a larger basis set. Direct calculation of the first
hyperpolarizability was performed using the CPHF method.
Excitonic Hamiltonians were parametrized following the

procedure described in ref 87. The excitation energies of
individual chromophores were calculated using ωB97X/6-
31G*. Excitonic couplings were calculated using the transition
density cube method that captures the Coulombic contribution
to the interchromophore couplings Jij, neglecting the effects of
electron exchange and correlation.97 Transition density
matrices from Gaussian calculations were converted to average
transition densities for small cubic spatial regions that spanned
the rectangular volume encompassing each chromophore using
the Multiwfn program98 with a coarse grid (the “1” setting).
The couplings were then expressed as97

∑ ∑
πϵ

=J
M M

r
1
2 4ij

m l

i
m

j
l

ml
ij

0 (19)

where Mi
m and Mj

l are the average transition densities for the
mth cubic volume for the ith chromophore and the lth cubic
volume for the jth chromophore, rml

ij is the distance between
the centers of these cubic volumes, the summation runs over
all cubic volumes that the spatial regions of both
chromophores are fragmented into, ϵ0 is the electrical constant,
and the factor 1

2
is necessary to prevent double-counting

interactions.
Sample input and output TDDFT and CPHF data for the

optimized geometry of YLD124 are provided in the Supporting
Information. To account for polarization of the electron
density on a chromophore by the surrounding chromophores,
we represented this electrostatic environment by the CHELPG
partial atomic charges.99 In ref 87, we found that the
polarization of the chromophores by the surrounding environ-
ment improved the agreement between the molecular exciton
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model and the TDDFT aggregate calculations for the
aggregates of highly dipolar YLD124 chromophores. It is
unclear if inclusion of charges would be similarly beneficial for
less dipolar chromophores, such as the centrosymmetric
systems of interest for their large second hyperpolarizability.
In this study, the charges were calculated for individual
chromophores at the ωB97X/6-31G* level of theory, then
included as fixed point charges in the electronic structure
calculations for the chromophore of interest. Calculations that
accounted for electrostatic polarization are denoted in this
paper by the label “ch” appended to the method name.
For the simulation of disordered aggregates, structures of 25

pairs of chromophores (“dimers”), 25 aggregates of 4
chromophores (“tetramers”), and 25 aggregates of 10
chromophores (“decamers”) were selected from a single
snapshot of a coarse-grained Monte Carlo simulation91 of a
disordered solid consisting of YLD124 chromophores using
the same procedure as that in ref 87. The coarse-grained
simulation was performed with 108 chromophores in the cubic
unit cell, using periodic boundary conditions, at 1 atm and 300
K.
For many push−pull molecules, the dominant component of

the first hyperpolarizability tensor, β, is its projection onto the
molecule’s transition dipole moment that is usually aligned
with the ground-state dipole moment and is often oriented
along the z-axis. In this case, the electro-optic response of the
molecule is maximized when the external electric field is also
applied along the z-axis. The electro-optic response is then
determined by the βzzz component of the first hyper-
polarizability tensor. Consequently, only this component is
often reported. However, for the disordered aggregates studied
in this paper, the transition dipole moments of individual
chromophores are not aligned and no single component of β
dominates the electro-optic response. Therefore, for both
CPHF and TSM results, we report the magnitude of the first
hyperpolarizability β computed as

β β β β= + +x y z
2 2 2

(20)

where the ith component of β is given by

∑β β β β β= + + +
≠

1
3

( )i iii
j i

ijj jij jji
(21)

Note that to obtain the magnitude of β, we calculate all
components of the first hyperpolarizability tensor. These
individual components can be used to investigate the
dependence of the electro-optic response of multichromophore
systems on their orientation relative to the applied electric
field. However, this investigation is beyond the scope of the
current work. We report the first hyperpolarizibilty in atomic
units (au). The conversion factor from au to the more
commonly used electrostatic units (esu) is 1 au = 8.639 ×
10−33 esu.
To plot the tensor surfaces displayed in Figure 2, the

WinTensor program100 was used. Plotting tensor surfaces to
visualize the magnitude and direction of optical properties of
molecules has been discussed by Simpson and co-work-
ers.101,102

2.4. Summary of Methods for Calculating Hyper-
polarizability. Computational cost makes ab initio calcu-
lations using the recommended long-range corrected hybrid
density functionals practical only for relatively small systems
that can be adequately described with up to ∼104 atomic basis

functions (e.g., aggregates of 4−5 YLD124 chromophores with
the 6-31G* basis set). For such systems, the first hyper-
polarizability can be calculated directly using the CPHF
method. This method includes the full response of the electron
density to the applied field and is in principle equivalent to
summing over all excited states of the system. We will refer to
it as CPHF-full.
Calculating the first hyperpolarizability of larger chromo-

phore aggregates or of bulk molecular materials requires a
different approach. A straightforward way to accomplish this
task is by summation of the first hyperpolarizability tensors of
individual chromophores that can be rigorously calculated
using the CPHF method. We will refer to this method as
CPHF-sum. This calculation is embarrasingly parallelizable, as
it only requires finding the first hyperpolarizabilities of
individual chromophores in the aggregate. It can be further
simplified if all chromophores in an aggregate are replaced by
chromophores in their optimized geometries, with their
ground-state dipole moments oriented in the same way as
those for the original chromophores, as has been done in ref
56. In this case, a CPHF first hyperpolarizability calculation
need only be performed once for the optimized geometry, with
subsequent rotation of the first hyperpolarizability tensor. We
will refer to this method as CPHF-sum/opt.
Summing over the first hyperpolarizabilities of individual

chromophores neglects excitonic interactions between chro-
mophores. However, interchromophore polarization can be
partially accounted for by calculating the first hyperpolariz-
abilities of individual chromophores in the presence of the
partial atomic charges of surrounding chromophores. We will
refer to this method as CPHF-sum/ch.
First hyperpolarizabilities of chromophore aggregates can

also be approximately calculated using the TSM given by eq 8.
This expression involves parameters of the entire aggregate
(the ground- and excited-state dipole moments, the transition
dipole moment between the ground and excited state, and the
excitation energy). For small aggregates, it is possible to obtain
these parameters directly from electronic structure calculations
on the entire aggregate. We will refer to this method as TSM-
full.
TSM-full has scaling similar to CPHF-full, despite being a

less rigorous method. Similar to CPHF-sum, it is possible to
approximately calculate first hyperpolarizabilities of large
chromophore aggregates by summing over first hyperpolariz-
abilities of individual chromophores calculated using the TSM.
We will refer to this method as TSM-sum.
A more rigorous approach than TSM-sum to calculating first

hyperpolarizabilities of large aggregates uses the molecular
exciton approximation to the TSM to account for excitonic
interactions between chromophores. In this approach, the
parameters that enter the TSM expression given by eq 8, are
expressed in terms of the parameters of individual
chromophores using eqs 13−15 and 18. We will refer to the
method for calculating the first hyperpolarizability of
chromophore aggregates that uses this parametrization of the
TSM as TSM-MEA. If the polarization of the electronic
density on individual chromophores by their molecular
environment is additionally accounted for by performing ab
initio calculations on each chromophore in the presence of the
atomic point charges on surrounding chromophores, we will
refer to this method as TSM-MEA/ch. Because only ab initio
calculations on individual chromophores are necessary in the
TSM-MEA and TSM-MEA/ch methods, these methods are
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embarassingly parallelizable. The molecular exciton Hamil-
tonian, eq 9, uses a single basis state per chromophore;
therefore, the TSM-MEA or TSM-MEA/ch methods allow
calculations on systems with up to ∼104 chromophores (rather
than atomic basis functions).
Table 1 summarizes the methods for calculating the first

hyperpolarizability of chromophore aggregates that are
discussed in this paper. Figure 3 illustrates the approximations
made in each of these methods. To elucidate the effects of
higher-energy excited states, excitonic interactions between
chromophores, and electrostatic polarization of the electron
density of individual chromophores on the aggregate’s first
hyperpolarizability, we compare the values calculated using
these various methods.

3. RESULTS AND DISCUSSION

3.1. Approximating First Hyperpolarizabilities of
Aggregates by a Sum of First Hyperpolarizabilities of
Constituent Chromophores Calculated Using CPHF. For
chromophore aggregates, a computationally affordable ap-
proach to computing the first hyperpolarizabilty is to perform
only a single CPHF calculation on an optimized chromophore,
then to use this first hyperpolarizabilty tensor for all
chromophores in the aggregate, ignoring changes in the first
hyperpolarizability due to changes in chromophore geometry
and interchromophore interactions (CPHF-sum/opt). This
method and a similar technique where the value of the first
hyperpolarizability of a single chromophore is simply scaled by
the order parameter has been used in previous work56 to give a
rough estimate of the first hyperpolarizability of chromophore
aggregates. However, Figure 4 shows that the CPHF-sum/opt
method performs rather poorly compared with the CPHF-full

benchmark results, with errors and standard deviations of
(0.022 ± 0.163) × 106 au for 25 dimers and (0.085 ± 0.243) ×
106 au for 25 tetramers (also see Table 2). For reference, the
CPHF-full tensor surface is plotted101,102 for the tetramers
with the smallest and the largest first hyperpolarizability in
Figure 2A,B, respectively.
For the CPHF-sum method that uses the actual geometries

of the monomers in the aggregate, the mean error relative to
CPHF-full does not change significantly for dimers and
reduces by more than a factor of 3 for tetramers compared
with the CPHF-sum/opt method. The standard deviation
reduces by more than half, to 0.077 × 106 au for dimers and
0.098 × 106 au for tetramers (see Table 2). This result shows
that geometric distortions strongly affect the first hyper-
polarizability and should be accounted for if at all possible.
The agreement with first hyperpolarizability values calcu-

lated using the CPHF-full method can be further improved by
accounting for the polarization of the electronic density on the
chromophores by their molecular environment using the
CPHF-sum/ch method. Including this polarization does not
change the mean error relative to CPHF-full significantly but
reduces the standard deviation by a factor of more than 1.5
compared with the CPHF-sum method (to 0.049 × 106 au for
dimers and 0.060 × 106 au for tetramers, see Table 2).
The positive values of the mean error relative to CPHF-full

for CPHF-sum/opt, CPHF-sum, and CPHF-sum/ch calcu-
lations indicate that all three approximate methods systemati-
cally slightly overestimate the first hyperpolarizability of
chromophore aggregates. This overestimation is similar for
dimers and tetramers for the CPHF-sum and CPHF-sum/ch
methods, whereas it is larger for tetramers than for dimers for
the CPHF-sum/opt method. The error is likely related to the

Table 1. Methods for Calculating the First Hyperpolarizability of Chromophore Aggregates

method name description

CPHF-full all-electron CPHF calculation on the entire chromophore aggregate
CPHF-sum summation over first hyperpolarizabilities of individual chromophores calculated using the CPHF method
CPHF-sum/ch CPHF-sum with first hyperpolarizabilities of individual chromophores calculated in the presence of atomic point charges of the surrounding

chromophores
CPHF-sum/opt CPHF-sum for an aggregate where each chromophore is replaced by a chromophore in the optimized geometry with the ground-state dipole

moment aligned in the direction same as that for the original chromophore
TSM-full first hyperpolarizability calculated using the TSM, in eq 8, with the parameters entering the model found from all-electron calculations on the

entire chromophore aggregate
TSM-sum summation over first hyperpolarizabilities of individual chromophores calculated using the TSM
TSM-MEA first hyperpolarizability calculated using the TSM with the parameters entering the model calculated within the molecular exciton approximation
TSM-MEA/ch TSM-MEA with the parameters of individual chromophores calculated in the presence of atomic point charges of the surrounding

chromophores

Figure 3. Approximations made in the methods for calculating the first hyperpolarizability of chromophore aggregates. The color-coding for
methods that is introduced in this figure is used throughout the manuscript.
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neglect of excitonic interactions in the CPHF-sum, CPHF-
sum/ch, and CPHF-sum/opt methods, suggesting that
excitonic interactions are likely to decrease the value of the
first hyperpolarizability for these systems. In Section 3.4, we
will see that inclusion of excitonic interactions lowers the mean
value of the first hyperpolarizability for the disordered
chromophore aggregates considered here. In Section 3.5, we
will explore how excitonic interactions affect the first
hyperpolarizability for various relative orientations of chromo-
phores.
The covariance between the deviation of the aggregate’s first

hyperpolarizability from the CPHF-full value and the
magnitude of the CPHF-full first hyperpolarizability is very
small for all three approximate methods considered. Therefore,
the absolute errors with respect to CPHF-full for the first
hyperpolarizability values calculated using these methods are

independent of the magnitude of the first hyperpolarizability.
The relative errors are, consequently, larger for chromophore
aggregates with smaller first hyperpolarizabilities.
Figure 4 and Table 2 show that for the dimers and tetramers,

the accuracy of the first hyperpolarizability calculated using the
CPHF-sum/ch method relative to the CPHF-full method
provides the smallest standard deviation of the approximate
methods considered.

3.2. Effect of Higher-Energy Excited States on the
First Hyperpolarizability of Single YLD124 Chromo-
phores.Methods that approximate the first hyperpolarizability
of a chromophore aggregate as the sum of the first
hyperpolarizabilites of individual chromophores calculated
using CPHF (CPHF-sum/ch, CPHF-sum, and CPHF-sum/
opt) account for all states of individual chromophores but
neglect the possibility of exciton delocalization between
chromophores. Excitonic interactions that lead to such
delocalization are included in the computationally efficient
TSM-MEA and TSM-MEA/ch methods. However, all
methods based on the TSM neglect contributions of higher-
energy excited states of individual chromophores on the first
hyperpolarizability (see Figure 3). To estimate the error that
this approximation introduces, we compare the values of the
first hyperpolarizability, β, calculated using the CPHF method
and the TSM expression, eq 8, for the optimized geometry of
the YLD124 chromophore (unfilled triangle) and for 57
individual YLD124 chromophores from the Monte Carlo
snapshot (solid circles). This comparison is shown in Figure 5.
The structure of the chromophores leads to 18% variation in
the value of β, ranging from 0.316 to 0.371 × 106 au when
calculated using the CPHF method.
The TSM expression systematically overestimates the first

hyperpolarizability compared to the CPHF value by (0.024 ±
0.008) × 106 au There is no correlation between the first
hyperpolarizability value and the amount by which it is
overestimated (covariance −3.0 × 10−5). Therefore, the

Figure 4. Comparison of the first hyperpolarizabilities calculated
using the CPHF-sum (black), the CPHF-sum/ch (violet), and the
CPHF-sum/opt (light blue) methods to values calculated using the
CPHF-full method for 25 dimers (A) and 25 tetramers (B) of
YLD124 chromophores selected from a Monte Carlo snapshot. The
dotted line denotes perfect agreement.

Table 2. Mean Error ⟨β − βCPHF‑full⟩ for the First
Hyperpolarizabilities Calculated Using the TSM-Full, TSM-
Sum, TSM-MEA, TSM-MEA/Ch, CPHF-Sum, CPHF-Sum/
Ch, and CPHF-Sum/Opt Methods relative to the Values
Calculated Using the CPHF-Full Method, the Standard
Deviations σβ − βCPHF‑full for These Errors, and the
Covariance cov (β − βCPHF‑full, βCPHF‑full) of the Mean Error
for the First Hyperpolarizability with the Value of the First
Hyperpolarizability Calculated Using the CPHF-Full
Method

method mean error σ cov

dimers TSM-full −0.076 0.057 9.3 × 10−4

TSM-sum +0.055 0.103 −2.1 × 10−3

TSM-MEA −0.043 0.110 −1.8 × 10−2

TSM-MEA/ch −0.046 0.099 −1.7 × 10−3

CPHF-sum +0.028 0.077 −2.7 × 10−3

CPHF-sum/ch +0.025 0.049 −2.8 × 10−3

CPHF-sum/opt +0.020 0.163 −9.8 × 10−3

tetramers TSM-full −0.052 0.142 −1.7 × 10−2

TSM-sum +0.058 0.115 −3.4 × 10−4

TSM-MEA −0.062 0.173 −1.8 × 10−2

TSM-MEA/ch −0.063 0.139 7.1 × 10−3

CPHF-sum +0.026 0.098 −4.4 × 10−3

CPHF-sum/ch +0.025 0.060 −3.0 × 10−3

CPHF-sum/opt +0.085 0.243 −2.0 × 10−3
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relative error is smaller for larger first hyperpolarizability
values; for all values it does not exceed 7%. The systematic
overestimation of β by the TSM suggests that contributions to
β by high-lying excited states are opposite in sign to the
contributions to β by the bright lowest-energy state. The
agreement between the TSM and CPHF values is similar to
that found by Paschoal et al.80 for a set of OEO chromophores.
3.3. Effect of Higher-Energy Excited States of Single

Chromophores on the First Hyperpolarizability of
Chromophore Aggregates. All states in the band that is
formed due to the interaction of the lowest bright excited
states of individual chromophores in an aggregate contribute to
the aggregate’s first hyperpolarizability. The TSM can be used
to calculate the contribution of each state in that band, and the
total first hyperpolarizability of the aggregate can then be
found as a sum of the first hyperpolarizability tensors over all
states in the band. Although all excited states in the full-TSM
treatment are calculated together within the TDDFT
computation and therefore implicit coupling between the
states is accounted for within TDDFT, summing the TSM
hyperpolarizability tensors as in the TSM-full method assumes
that the contributions of all excited states within the band to
the first hyperpolarizability of a chromophore aggregate are
independent. To test the effect of this assumption on the
accuracy of the TSM for chromophore aggregates, we compare
the values of the first hyperpolarizability β calculated using the
CPHF-full method and the TSM expression, eq 8, para-
metrized using all-electron TDDFT calculations (TSM-full)
for the 25 chromophore dimers and 25 chromophore tetramers
selected from the coarse-grained Monte Carlo simulation
snapshot.
As with the monomers, a reasonable agreement between the

first hyperpolarizability values calculated using the CPHF-full
and the TSM-full methods is found for the small chromophore
aggregates, as shown in Figure 6. In contrast to the results for

the monomers, on average, the TSM-full method under-
estimates the first hyperpolarizability compared to the CPHF-
full value for both dimers and tetramers, by (−0.076 ± 0.057)
× 106 au and (−0.052 ± 0.142) × 106 au, respectively. The
underestimation of β by the TSM for dimers and tetramers can
be rationalized by examining the trend in the CPHF and TSM
β values for chromophore dimers rotated from parallel to
perpendicular orientations, as shown in Figure S2. Only for
parallel dimers is the β value overestimated by the TSM. For a
large span of angles between the chromophores, the TSM
underestimates β. Because the parallel orientation of a pair of
chromophores is energetically unfavorable due to repulsion
between their permanent dipole moments, it rarely occur in
chromophore dimers and tetramers.
As in the case of monomers, there is no correlation between

the first hyperpolarizability value and the discrepancy between
CPHF-full and TSM-full values (covariance 9.3 × 10−4 for

Figure 5. Comparison of the first hyperpolarizabilities calculated
using the coupled-perturbed Hartree−Fock (CPHF) method and the
two-state model (TSM) for 57 YLD124 chromophores from a Monte
Carlo snapshot (solid circles) and for the B3LYP/6-31G* optimized
YLD124 geometry (unfilled triangle). The gray line denotes perfect
agreement.

Figure 6. Comparison of the first hyperpolarizabilities calculated
using the CPHF-full and TSM-full methods for 25 dimers (A) and 25
tetramers (B) of YLD124 chromophores selected from a Monte Carlo
snapshot. The gray line denotes perfect agreement.
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dimers and −1.7 × 10−2 for tetramers). Therefore, the relative
error is smaller for larger first hyperpolarizability values.
Because the absolute error in the TSM-full first hyper-
polarizability with respect to the CPHF-full first hyper-
polarizability is uncorrelated with the magnitude of the first
hyperpolarizability, the relative errors for aggregates with small
first hyperpolarizabilities can be larger than those for
monomers.
3.4. Effect of Excitonic Interactions on the First

Hyperpolarizabilities of Disordered Chromophore Ag-
gregates. In calculations of the first hyperpolarizability, β, of
chromophore aggregates using the computationally efficient
TSM-MEA and TSM-MEA/ch methods, errors are due to
both the TSM and the molecular exciton approximation
(where charge transfer between chromophores is not
accounted for and interchromophore polarization is only
partially accounted for via the fixed partial atomic charges in
the TSM-MEA/ch method). Therefore, the applicability of the
TSM-MEA and TSM-MEA/ch methods to calculations of β
hinges on two conditions. The first condition is that the TSM-
full method reproduces values calculated using the more
accurate CPHF-full method. In Sections 3.2 and 3.3, we have
seen that the agreement between TSM-full and CPHF-full is
reasonable for both monomers and small aggregates of
YLD124 chromophoes. The second condition is that
parameters entering the TSM expression for the first
hyperpolarizability, eq 8, that are calculated within the
molecular exciton approximation (using the TSM-sum, TSM-
MEA, or TSM-MEA/ch methods) agree with those obtained
from ab initio calculations on entire aggregates (the TSM-full
method).
In this section, we compare the first hyperpolarizability

values calculated for the same 25 dimers and 25 tetramers as in
Figure 6 using the TSM-sum, TSM-MEA, and TSM-MEA/ch
methods to values calculated using the TSM-full and CPHF-
full methods. In Section 3.5, we will explicitly consider the
accuracy of calculating parameters that enter eq 8 within the
molecular exciton approximation for different chromophore
arrangements.
To isolate the effect of excitonic interactions from the effects

of approximations intrinsic to the TSM, the β values computed
by summing up the first hyperpolarizability tensors for
individual chromophores (the TSM-sum method) are also
compared to those computed using the TSM-full method.
These results are shown in Figure 7.
The values of the first hyperpolarizability calculated using

the TSM-full and TSM-MEA methods agree well, with errors
of (0.033 ± 0.081) × 106 au for dimers and (−0.009 ± 0.125)
× 106 au for tetramers. The agreement between the TSM-full
and the TSM-MEA/ch methods is even better, with similarly
small average errors and reduced standard deviations: (0.029 ±
0.055) × 106 au for dimers and (−0.011 ± 0.095) × 106 au for
tetramers. The agreement is not as good for the TSM-sum
method, where excitonic interactions are neglected: (0.131 ±
0.083) × 106 au for dimers and (0.111 ± 0.160) × 106 au for
tetramers. The larger error and the larger standard deviation
suggests that including the excitonic interaction between
chromophores can significantly improve the accuracy of the
computed first hyperpolarizability. In all cases, there is no
correlation between the first hyperpolarizability value and the
error in it, with covariances in the interval (−5.0 × 10−3, 5.0 ×
10−3).

To assess the effect of excitonic interactions on the first
hyperpolarizability for larger aggregates, we compare β values
calculated using the TSM-MEA and TSM-sum methods for
disordered chromophore dimers, tetramers, and decamers
selected from a coarse-grained Monte Carlo simulation
snapshot (Figure 8). The agreement between the absolute
values of the first hyperpolarizability calculated using the two
methods gets progressively worse with increasing size of the
aggregates. The contribution of excitonic effects to the first
hyperpolarizability of the aggregate seems to scale nearly
linearly with the number of chromophores in the aggregate.
For dimers, including excitonic effects reduces the absolute
magnitude of the first hyperpolarizability by 13.6 ± 10.6% of
the value for the optimized YLD124 monomer geometry per
chromophore. For tetramers and decamers, the reduction is by
12.3 ± 5.3 and 12.1 ± 6.9% of the value for the optimized

Figure 7. Comparison of the first hyperpolarizabilities calculated
using the TSM-MEA (green), the TSM-MEA/ch (magenta), and the
TSM-sum (brown) methods to values calculated using the TSM-full
method for the same 25 dimers (A) and 25 tetramers (B) as those in
Figure 6. The dotted line denotes perfect agreement.
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YLD124 monomer geometry per chromophore, respectively.
Earlier modeling of the optical absorption spectra of YLD124
chromophore aggregates suggests that excitonic states within
the aggregates can extend over 10 or more chromophores.87

Inclusion of the excitonic interactions in the parametrization of
the TSM-MEA and TSM-MEA/ch methods allows to account
for the effect of this exciton delocalization on β.
Note that for both dimers and tetramers, the agreement

between TSM-MEA and TSM-full is significantly better than
the agreement between TSM-sum and TSM-full (average error
reduced from 0.131 to 0.033 for dimers and from 0.111 to
−0.009 for tetramers; standard deviation also reduced).
Although we don’t make this comparison for decamers due
to computational expense, if the trend persisted, the improve-
ment from including excitonic interactions could be even more
significant for larger systems.
The error of first hyperpolarizability calculations using the

TSM-MEA or TSM-MEA/ch methods relative to the TSM-full
method is smaller than the error of calculations using the
TSM-full method relative to the CPHF-full method. Because in
all cases errors are not correlated with the first hyper-
polarizability values, we expect that using the TSM-MEA or
TSM-MEA/ch methods should not produce worse agreement
with the CPHF-full method than using the TSM-full method.
Indeed, Table 2 shows that the agreement for first hyper-
polarizability values calculated using the TSM-full, the TSM-
MEA, and the TSM-MEA/ch methods with the values
calculated using the CPHF-full method is comparable. This
result suggests that if the TSM-full method adequately
approximates CPHF-full, the TSM-MEA and TSM-MEA/ch
methods should also adequately approximate it.
As discussed in the Methods section, the molecular exciton

approximation assumes relatively weak interactions between
chromophores. Aggregates of YLD124 chromophores that
have large permanent and transition dipole moments pose a
particular challenge to the validity of the exciton approx-
imation. Therefore, good performance of the molecular exciton

approximation for calculating the first hyperpolarizability of
YLD124 chromophore aggregates would suggest its likely
applicability for a wide variety of other chromophore
aggregates.
In the following sections, we will further analyze

chromophore excitonic interactions and consider how
increasing excitonic interactions between chromophores can
enhance the first hyperpolarizability of molecular solids.

3.5. First Hyperpolarizability Dependence on Rela-
tive Position and Orientation of Chromophores. The
agreement between the first hyperpolarizability, β, of
chromophore aggregates calculated using different methods
depends on the relative position and orientation of
chromophores in the aggregate. Figure 9 shows this depend-
ence for pairs of identical YLD124 chromophores (dimers) in
select orientations. The chromophore geometry that was used
for these calculations can be found in the Supporting
Information. Results for additional orientations can be found
in Figure S2 in the Supporting Information.
In Figure 9A, the first hyperpolarizability is shown as a

function of the distance between the centers of charge of two
YLD124 chromophores with the line connecting centers of
charge perpendicular to the transition dipole moments for the
ground-to-lowest-energy excited-state transition. For this
chromophore arrangement, the excitonic coupling between
the lowest excited states of the two chromophores produces
two dimer excited states, of which the higher one is the bright
state (H-aggregate behavior).87 In this configuration, the first
hyperpolarizability of two noninteracting chromophores would
be twice the first hyperpolarizability of a single chromophore.
This value is indicated by the black line for the CPHF method
and by the brown line for the TSM expression given by eq 8.
The offset between the two methods is due to the contribution
of states neglected in the TSM expression and can be expected
from the error in β of individual chromophores calculated
using the TSM expression compared with the CPHF method
(Figure 5). At long distances, where interaction between the
two chromophores is weak, the first hyperpolarizability of the
dimer calculated using all methods approaches the appropriate
limit (either CPHF or TSM) of noninteracting chromophores.
At smaller interchromophore distances, the first hyperpolariz-
ability of the dimer decreases for all methods, albeit by
different amounts. The TSM-MEA results show the smallest
decrease in β. The addition of electron density polarization by
point charges in the TSM-MEA/ch method leads to a further
decrease. The TSM-full results show a sharper decrease in β
compared with the CPHF-full results, suggesting that higher
lying states will lead to an increase in β rather than the
decrease seen with the excitonic interaction of the bright state.
For chromophores at a distance of 0.8 nm between their
centers of charge (which corresponds to a closest interatomic
distance of 2 Å), the decrease in β is 28% for CPHF-full and
29% for TSM-full compared with the noninteracting values.
This decrease in β suggests that side-to-side parallel alignment
of identical chromophores is not an optimal orientation for
maximizing the first hyperpolarizability.
In Figure 9B, the first hyperpolarizability is shown as a

function of the distance between the centers of charge of two
YLD124 chromophores with the line connecting centers of
charge oriented along the transition dipole moments for the
ground to lowest-energy excited state. For this chromophore
arrangement, the excitonic coupling between the lowest excited
states of the two chromophores produces two dimer excited

Figure 8. Comparison of the first hyperpolarizability values calculated
using the TSM-MEA and TSM-sum methods for 25 dimers (circles),
25 tetramers (squares), and 25 decamers (triangles). The gray line
denotes perfect agreement.
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states, of which the lower one is the bright state (J-aggregate
behavior).87 At long distances, where interaction between the
two chromophores is weak, the first hyperpolarizabilities
calculated using all methods approach the values for non-
interacting chromophores, like in Figure 9A. However, at
smaller interchromophore distances, the first hyperpolariz-
ability of the dimer increases for all methods, rather than
decreasing, as in Figure 9A. The TSM-MEA method leads to a
small increase in β, with a larger increase upon including point
charges in the TSM-MEA/ch method. The TSM-full and
CPHF-full methods both predict more substantial increases,
with the first hyperpolarizabilities calculated using TSM-full
and using CPHF-full tracking very well with each other. For
chromophores at a distance of 3.2 nm between their centers of
charge (which corresponds to a closest atom−atom distance of
5.126 Å), the increase in β is 12.0% for CPHF-full and 12.6%
for TSM-full compared with the values for noninteracting
chromophores. This increase in β suggests that head-to-tail
parallel alignment of identical chromophores may be an ideal
orientation for maximizing the first hyperpolarizability. A
similar enhancement of β for head-to-tail chromophore
arrangement was predicted by Suponitsky and Masunov50 for
a crystalline subsystem of chromophores and by Fominykh et
al.51 for azo-chromophore dimers.
Figure 9C shows the first hyperpolarizability of two YLD124

chromophores with transition dipole moments for the ground
to lowest-energy excited-state transition oriented along the z-
axis as a function of the relative displacement of one of the
chromophores with respect to the other along the z-axis from a
configuration where the line connecting centers of charge is
perpendicular to the z-axis, with a distance of 1.2 nm between
centers of charge for noninteracting chromophores at zero
displacement. At zero lateral shift, the relative position of
chromophores is the same as that at a distance of 1.2 nm in
Figure 9A and the value of the first hyperpolarizability for a
pair of interacting chromophores is smaller than the sum of the
first hyperpolarizabilities of the two chromophores. However,
the first hyperpolarizability increases with the absolute
magnitude of the lateral shift and eventually exceeds the sum
of the first hyperpolarizabilities of the two chromophores,
although it does not exceed the value obtained for the head-to-
tail orientation at distances between centers of charge less than
4 nm in Figure 9B.
For methods based on the TSM expression for the first

hyperpolarizability, eq 8, such behavior can be understood by
considering the individual parameters that enter the TSM
expression. Figure 10 shows the changes in these parameters as
a function of the interchromophore distance for the TSM-full,
TSM-MEA, and TSM-MEA/ch calculations, the results of
which are shown in Figure 9A. Figure S3 shows the
corresponding data for Figure 9B.

Figure 9. First hyperpolarizabilities calculated for pairs of YLD124
chromophores: red, using the coupled-perturbed Hartree−Fock
method (CPHF-full); blue, using the two-state model parametrized
based on ab initio calculations on the chromophore pair (TSM-full);

Figure 9. continued

green, using the molecular exciton approximation to the two-state
model (TSM-MEA); magenta, using the molecular exciton approx-
imation to the two-state model with the electrostatic environment of
the other chromophore represented by its atomic point charges
(TSM-MEA/ch). First hyperpolarizability of noninteracting chromo-
phores: black line, calculated using CPHF, brown line, calculated
using the TSM. Chromophore arrangements and parameters varied
are illustrated in each panel, with black arrows indicating the direction
of the chromophore dipole moments.
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In the TSM-MEA method, the environment of individual
chromophores is neglected in the parametrization of the
excitonic Hamiltonian. Therefore, the charge distribution on
individual chromophores and consequently the ground-state
and excited-state dipole moments and transition dipole
moments do not depend on the interchromophore distance
for this method (green lines in Figure 10B−D). Because both
chromophores in the dimer are identical, their noninteracting
excitation energies are the same, ε2 = ε1. Taking this fact into
account and noting that the transition dipole moments of the
two chromophores are parallel in this configuration and the
coupling J between them is, therefore, positive, it follows from
eqs 5 and 6 in the Supporting Information that in the TSM-
MEA method

= = ±± ±c c
1
2

,
1
21 2 (22)

The higher-energy state (circles in Figure 10) corresponds to
the “+” sign in eq 22 and is purely bright in the TSM-MEA
method, whereas the lower-energy state (squares in Figure 10)
corresponds to the “−” sign and is purely dark (Figure 10B
shows that the transition dipole moment between the ground
state and this state is zero). The permanent dipole moments of
the two excited states of the dimer do not depend on the signs
of c1 and c2, are identical in the TSM-MEA method (Figure
10C), and are twice the single-chromophore excited-state
dipole moment. The distance dependence of the first
hyperpolarizability in the TSM-MEA method is therefore
entirely determined by the change in the excitation energy,

Figure 10A, that depends on the interchromophore coupling J
according to eq 4 in the Supporting Information.
In the TSM-MEA/ch method (magenta lines in Figure 10),

the charge distribution on individual chromophores in the
dimer changes with the interchromophore distance due to
polarization by the point charges representing the other
chromophore. Consequently, in addition to the excitation
energies, the ground state, excited state, and transition dipole
moments of the dimer also depend on the interchromophore
distances. The TSM-MEA/ch results agree well with the TSM-
full results (blue lines in Figure 10) at long interchromophore
distances, with deviations at shorter distances. These
deviations are likely due to an improved description of
polarization in the TSM-full method, as well as to
interchromophore charge delocalization that is neglected in
the TSM-MEA/ch method but can occur in ab initio
calculations used to parametrize the TSM-full method. These
errors most strongly affect the transition dipole moments
(Figure 10B): even at 8 Å distance between the chromophore
centers of charge, the errors in the TSM-MEA/ch values of the
excitation energies, ground- and excited-state dipole moments,
compared with the TSM-full values, do not exceed 2%,
whereas the errors in the values for the transition dipole
moments are 56% for the lowest-energy (mostly dark) and and
6% for the second-lowest-energy (mostly bright) excited states.
From Figure 9, it follows that the first hyperpolarizabilities of

chromophore dimers calculated using both the TSM-MEA/ch
and the TSM-MEA methods agree reasonably well with those
calculated using the TSM-full method for interchromophore
distances ≳ 1 nm. Such interchromophore distances are typical
for disordered chromophore aggregates like the ones
considered in this paper, and the first hyperpolarizability of
such systems may be calculated using the molecular exciton
model. Note that the excitonic enhancement or suppression of
the first hyperpolarizability due to the interaction of
chromophores in a dimer is larger when both chromophores
are identical, because equal excitation energies for both
chromophores allow for the greatest delocalization of excited
states within the dimer.
In the following section, we will extend the considerations

regarding the arrangement of chromophores that maximizes
electro-optic response to infinite periodic systems.

3.6. First Hyperpolarizability for Periodic Arrays of
Chromophores. The TSM within the molecular exciton
approximation can be used to calculate the first hyper-
polarizability for periodic arrays of aligned chromophores
(molecular crystals) analytically. In this section, we present this
calculation for a one-dimensional molecular crystal (the
extension to crystals of higher dimensionality is analogous to
standard band theory).103

Note that in molecular crystals, YLD124 molecules form π-
stacked, centrosymmetrically ordered sheets with a stacking
distance of about 4 Å. Because the structure is centrosym-
metric, there is no electro-optic activity. Within a plane, donors
are adjacent to acceptors. The side-to-side N−H distance for
chromophores in adjacent planes is about 2.4 to 3.2 Å, and the
H−F distance is about 3 Å. The closest C−C distance between
carbon atoms in the donor moieties for chromophores within a
sheet is about 3.9 Å;104 because chromophores are arranged
centrosymmetrically, donors are adjacent to donors and
acceptors are adjacent to acceptors. At such small interchro-
mophore distances, charge transfer between YLD124 chrom-
phores may be non-negligible. Therefore, before calculating the

Figure 10. Excitation energy (A) and transition dipole moment (B)
for the transitions between the ground and two lowest excited states,
as well as the permanent dipole moments of the two excited states
(C) and of the ground state (D) for pairs of identical YLD124
chromophores in the configuration corresponding to Figure 9A as a
function of the distance between the centers of charge of
noninteracting chromophores. Circles: lowest-energy excited state,
squares: second-lowest-energy excited state, and diamonds: ground
state. Blue: TSM-full, green: TSM-MEA, and magenta: TSM-MEA/
ch.
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first hyperpolarizability of a molecular crystal using the
approach described in this section, the validity of the exciton
model for that crystal must be verified.
Consider a one-dimensional array that consists of N

identical chromophores with distance a between nearest-
neighbor chromophores and periodic boundary conditions.
The periodic boundary conditions require that the wavevector
of this system obey the condition

|Ψ ⟩ = |Ψ + ⟩x x Na( ) ( ) (23)

Because all chromophores are identical, all observables at
points separated by an integer number of lattice constants a
must be identical. Therefore, e.g., the excitation density must
satisfy the condition

ρ

ρ

+ = |Ψ + ⟩⟨Ψ + | = |Ψ ⟩⟨Ψ |

=

x a x a x a x x

x

( ) ( ) ( ) ( ) ( )

( ) (24)

This condition is only satisfied if

φ|Ψ + ⟩ = |Ψ ⟩x a x( ) exp(i ) ( ) (25)

where φ is a phase shift in the wavevector between any pair of
neighboring chromophores. When the phase shift in eq 25 is
applied N times, the periodic boundary condition given by eq
23 requires that

φ|Ψ + ⟩ = |Ψ ⟩ = |Ψ ⟩x Na N x x( ) exp(i ) ( ) ( ) (26)

This condition can only be satisfied if

φ = ka (27)

where we defined the wavenumber k as

π=k
n

Na
2

(28)

with ∈ n .
In the molecular exciton approximation, any wavevector |Ψ⟩

in the manifold of eigenstates that are constructed from the
lowest excited states of individual chromophores can be
expanded according to eq 11, where the basis {|Φj⟩: j = 1,...,
N}, is given by eq 12. By construction, there is no spatial
overlap between the basis functions |Φl⟩ and |Φm⟩ for all l ≠ m:
⟨Φl |Φm ⟩ = δlm. Therefore, at any point x, the Hamiltonian
eigenvector |Ψ⟩ is only determined by one basis function.
Due to translational symmetry, basis functions for identical

chromophores at different sites in the array can be obtained
from one another simply by shifting their position: |Φl+m (x)⟩
= |Φl (x + ma). Therefore, the phase difference in the
wavevector |Ψ⟩ between sites is entirely determined by the
coefficients in the wavefunction expansion in eq 11. Because all
sites in the array are equivalent, the magnitudes of all
coefficients in this expansion are the same. We will select the
coefficient at site 1 to be real, c1 = N−1/2, where N is the
number of chromophores in the array. According to eq 25, the
coefficient at site n then has to be

= [ − ]−c N ik n aexp ( 1)n
1/2

(29)

The prefactor N−1/2 in eq 29 ensures that the coefficients cn
satisfy the normalization condition

∑ | | =
=

c 1
n

N

n
1

2

If only interactions between nearest-neighbor chromophores in
the array are included in the Hamiltonian, then from eq 9 it
follows that

ω + + =− +c Jc Jc Ecn n n n1 1 (30)

where ω is the excitation energy of an individual chromophore
and J is the excitonic coupling between nearest-neighbor
chromophores. Introducing eq 29 into eq 30 gives

ω [ − ] + [ − ]

+ [ ]

= [ − ]

− −

−

−

N ik n a N J ik n a

N J ikna

N E ik n a

exp ( 1) exp ( 2)

exp

exp ( 1)

1/2 1/2

1/2

1/2

and therefore the dispersion relation for the one-excitation
band is

ω ω= +
+ −

= +E k J
ka ka

J ka( ) 2
exp(i ) exp( i )

2
2 cos( )

(31)

The oscillator strength that corresponds to the transition from
the ground state of the chromophore array to the excited state
that corresponds to the wavevector k is given by87

∑ ∑ μ=
ℏ α

α

= =

f k
m

e
E k c k( )

2
3

( ) ( )
x y z n

N

n n2 2
, , 1

(ge)

(32)

where m is the electron mass, e is the elementary charge, ℏ is
the reduced Planck constant, cn(k) is the expansion coefficient
that describes the contribution of the nth chromophore in the
array to the eigenstate with wavenumber k, and μn

α (ge) is the α
component of the transition dipole moment between the
ground and the excited state of the nth chromophore in the
array.
Introducing eqs 31 and 29 into eq 32 and evaluating the sum

of the geometric series

∑ [ − ] =
−
−

= −

=
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2
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N kNa
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2

results in the following expression for the oscillator strength

∑ω μ=
ℏ

[ + ]
α

α

=

( )
( )

f k
m

e N
J ka( )

2
3

2 cos( )
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kNa
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x y z

n2 2

2
2

2
2 , ,

(ge)

(33)

Introducing the value of the wavenumber given by eq 28 into
eq 33 gives an oscillator strength of 0 for all values of k except
k = 0, for which the expression given by eq 33 is indeterminate.
Resolving this indeterminacy by l’Hôpital’s rule gives a finite
value of the oscillator strength for k = 0

∑ω μ=
ℏ

+
α

α

=

f
mN
e

J(0)
2
3

( 2 )
x y z

n2 2
, ,

(ge)

(34)

The array of chromophores has only a single bright state for k
= 0; therefore, its first hyperpolarizability can be calculated
using the two-state model expression, eq 8, for that bright state.
The ground state, excited state, and transition dipole moments
that enter eq 8 can be evaluated within the molecular exciton
approximation using eqs 13−15 and 18, with the expansion
coefficients for the bright excited eigenstate given by eq 29
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μ μ μ μ μ μ

μ

⃗ = ⃗ ⃗ = [ ⃗ + − ⃗ ] ⃗
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Introducing eqs 31 and 35 into eq 8, we arrive at the final
expression for the first hyperpolarizability tensor

β
μ μ μ μ

ε
=

[ − ]

+ηκλ
η κ λ λN

J

2

( 2 )

ge ge e g

2
(36)

The factor N in this expression indicates that the first
hyperpolarizability scales linearly with the number of identical
chromophores in the array. If the excitonic coupling, J, is
negligible, the first hyperpolarizability of the chromophore
array is simply the sum of the first hyperpolarizabilities of
individual chromophores. If the excitonic coupling is positive,
then the first hyperpolarizability of the array is suppressed
compared with the case of noninteracting chromophores, and
if the excitonic coupling is negative, the first hyperpolarizability
of the array is enhanced compared with the case of
noninteracting chromophores.
For chromophores with parallel transition dipole moments,

excitonic couplings are positive in a side-by-side configuration
and negative in a head-to-tail configuration. Therefore, the
results obtained here for periodic arrays of chromophores are
consistent with the trends seen for pairs of chromophores in
side-by-side and head-to-tail configurations that we discussed
in the previous section. Generally, to obtain a superlinear
enhancement of the first hyperpolarizability with the number
of chromophores, the chromophores should be positioned in a
head-to-tail configuration. This chromophore arrangement
corresponds to a J-aggregate signature in linear spectroscopy.
Therefore, J-aggregation is beneficial to enhancing the first
hyperpolarizability of chromophore aggregates and molecular
crystals and linear spectroscopy may provide insights into the
first hyperpolarizability of chromophore assemblies. Periodic
molecular crystals allow for maximal superlinearity of the first
hyperpolarizability dependence on the number of chromo-
phores, because the absence of energetic disorder within the
crystal allows for maximum delocalization of excitations within
the crystal.

4. CONCLUSIONS
In this paper, we apply the TSM within the molecular exciton
approximation to compute the first hyperpolarizability, β, of
both disordered and ordered chromophore aggregates. Our
method accounts for excitonic interactions between chromo-
phores while only requiring electronic structure calculations on
single chromophores. Consequently, it enables computation-
ally affordable calculations of the electro-optic response of bulk
disordered or crystalline organic materials.
The TSM as implemented here only accounts for the effect

of the ground- to lowest-energy bright excited-state transition
of individual chromophores. To assess the effects of transitions
involving higher-energy states on β, we compared calculations
using the TSM to those using the more rigorous CPHF
method. Our calculations on disordered chromophore
aggregates show that the geometries of individual chromo-
phores substantially influence the β value of the aggregate and
should be accounted for if possible. For aggregates of two or
four chromophores, the errors that result from making the
TSM approximation exceed the errors that result from ignoring
excitonic interactions between individual chromophores when
taking a tensor sum of their first hyperpolarizabilities calculated

using the CPHF method. However, adding excitonic effects to
the TSM within the molecular exciton approximation improves
agreement with the more rigorous CPHF results and does not
appear to introduce substantial errors beyond those inherent to
the TSM. Because of computational expense, we did not
compute the first hyperpolarizabilities using the CPHF method
for aggregates consisting of more than four chromophores.
However, we compared the values of β calculated using the
TSM within the molecular exciton approximation and using
the TSM with excitonic interactions between chromophores
neglected. Excitonic interactions altered the first hyper-
polarizability to a greater degree for larger chromophore
aggregates, suggesting that excitonic effects become more
pronounced in larger systems. The dependence of excitonic
effects on the first hyperpolarizability of the aggregate seems to
depend nearly linearly on the size of the system, at least for
aggregate sizes between 2 and 10 chromophores. The average
reduction in the first hyperpolarizability magnitude per
chromophore in this range is on average 12−14% of the
magnitude of the first hyperpolarizability for the optimized
geometry of a YLD124 chromophore.
For pairs of YLD124 chromophores in their optimized

geometry, we examined the trends in the computed β values as
a function of distance and relative orientation. We found that
the TSM captured the trends observed when using the CPHF
method: e.g., side-by-side chromophore alignment leading to a
decrease in β and head-to-tail alignment leading to an
enhancement in β. The molecular exciton approximation to
the TSM was able to track the same trends when parametrized
with values of excitation energies and transition densities
computed in the presence of atomic charges to account for
interchromophore polarization. Our analysis of the first
hyperpolarizability of chromophore dimers for a variety of
relative orientations suggests that β can be enhanced beyond a
simple tensor sum by means of head-to-tail alignment of
chromophores and that this enhancement is due to both
interchromophore polarization and excitonic coupling between
chromophores. This result agrees with previous analysis by
Suponitsky and Masunov.50

We also present a way to analytically calculate the first
hyperpolarizability of a one-dimensional periodic array of
chromophores within the molecular exciton approximation to
the TSM. The obtained expression for β predicts the
orientations of chromophores that enhance and decrease the
electro-optic response. Although we have not yet validated this
expression by comparison with all-electron calculations, this
technique presents a promising way for including an
approximate correction for excitonic effects in periodic
systems.
This study presents a way forward for simulating the electro-

optic response of disordered and ordered organic materials
that takes into account interactions between chromophores.
We quantify the extent of the changes in β due to excitonic
interactions and to polarization of the electron density of
chromophores by their electrostatic environment in small
aggregates. We suggest that head-to-tail alignment of
chromophores would provide an ideal design strategy for
excitonic enhancement of β in organic electro-optic materials.
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